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What we are watching ?




Server rooms




Server rooms
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What do we really have.
- 3 locations in Europe and USA

- 520 hosts
- 5525 services totally

- 1787 are passive checks
SUSE




Introduction to monitoring and HA




We are using Open Source projects
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We are usina Open Source proiects
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High Availability tools

Corosync

Pacemaker The Corosync Cluster Engine

ip address \ iip addressk
& mysql \
services
apache %

clus’rer
sof’rware

Pacemaker & Corosyne

WWW " database standby hardware
master master machine




The cluster setup

» The server setup

two servers

Processor 2x Intel(R) i3-2120 3.30GHz ( 2 cores with 4 Threads )
Memory 16GB RAM

1TB classical disk and 240 GB SSD disk

Stonith

IPMI support on both server

HA software setup

The pacemaker official web: http://clusterlabs.org/

The book sleha http://goo.gl/NskwNo

High availability setup for OpenVPN http://goo.gl/jpexTt



http://clusterlabs.org/
http://goo.gl/NskwNo
http://goo.gl/jpexTt

Basic rules

Services implementing HA on their own

Prefer the integrated solution

For example Mysqgl, DHCP, Named

Services can run independent on the node

Keep running independent (but monitor)

For example ido2db, NSCA, Gearman, Apache

You can run more then one DRBD via Pacemaker
Helps to run on different storage (SSD)

Helps with load balancing




Deep into the setup




MySQL cluster replication

Master <=> Master mode
- Simple, safe and elegant solution

few lines in the config files

Services (using MySQL) are using the local Mysq|
database

- Link http://goo.gl/rNaR5Z



http://goo.gl/rNaR5Z

Independent running services
- Apache

Listen on all ip address (current and future)
No need restart during the migration
Data in /srv are changing during the migration

- NSCA

Listen on all ip address (current and future)

Check Result directory migrate with master server

Be sure the hosts sending NSCA results to master all the time
- Gearmen

See next slide ;-)

sSUSse




Gearman

Ido2db
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Icinga
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Gearman
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Gearman
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Gearman
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Passive checks via
check MK

» The Check MK-Project

Collection of extensions for the IT-Monitoring

Its 100% Open-Source under the GNU GPL
Using auto-detection for list of services on hosts
Link http://goo.gl/9ZaHrM



http://goo.gl/9ZaHrM
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What happen if there is a problem ?




A problem in the server room

| wonder how those 1

i servers are running?
Martyn, do you smell =
anything? '

sSUSse




Monitoring issues...

dreamhost security camera - office 11:11 &M

sSUSse




Escalations

ﬁ C I n G A — Notification Escalations

Dev Team Dev Team

On-Call Back Up
On Weekend

Ops Team
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Escalations
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Escalations

fi C I n G A  — Notification Escalations

Your server is on fire

Dev Team Dev Team

On-Call Back Up
On Weekend

Ops Team

sSUSse




Different ways to communicate




Mails ?




@New Message
v

’%' Print | @Check Mail | bJRepIy . [ d Forward | ¢ Previous 9 Wext

Mails

| ™ Move to Trash | 33 Create To-do

Summary - Mail iNConta(ts Calendﬂr ﬁPopupNotes

L}
| S
‘o Any Status v @
A

Mame v Total #~ U_E\J Search
[ sent-mail 472 | subject Sender | Date ~@
[ trash (41) 200| | ¥ resieruay
. drafts /| #¥ PROBLEM Service Alert: login.opensuse.org/Load is WARNING +* Monitoring User Yesterday 20:5...
ﬁtemplates 2 /| ¥ PROBLEM Senvice Alert: login.opensuse. org/Load is CRITICAL ** Monitoring User Yesterday 20:4...
. 1| ¥ RECOVERY Service Alert: software. opensuse,org/software test is OK ** Monitoring User Yesterday 20:1...
- |l susk.com (0 + 1157) 3080 - .
- | ¥* PROBLEM Service Alert: src-opensuse/Load is WARNING *# Monitoring User Yesterday 20:0...
- Lr suse.cz 1| ¥ PROBLEM Service Alert; fermi/Cron Process is CRITICAL #* Monitoring User Yesterday 20:0...
V=L Inbox (88) 2 =¥ RECOVERY Service Alert: backend-opensuse/bs_sched is OK ** Monitoring User Yesterday 19:5...
—iA_done 4176 1| RECOVERY Senvice Alert; back-home-opensuse/bs_sched is OK ¥+ Monitoring User Yesterday 19:5...
—EA_O... (0 + 3156) 29020 = ¥* RECOVERY Service Alert: src-opensuse/Load is OK *#+ Menitoring User Yesterday 19:5...
—i Bug-zilla (84) 401 1| RECOVERY Senvice Alert; back-home-opensuse/bs_publish is OK ** Monitoring User Yesterday 19:5...
_i Dodavatele 409 (=¥ RECOVERY Service Alert: backend-opensuse/bs_repserver is OK ** Monitoring User Yesterday 19:5...
_i Drafts 6 (714 RECOVERY Service Alert backend-opensuse/bs_publish is OK ** Monitoring User Vesterday 19:5...
_i Expense 216 (=¥ RECOVERY Service Alert: backend-opensuse/bs_warden is OK ** Monitoring User Yesterday 19:5...
_i Germany 7 1| RECOVERY Senvice Alert; back-home-opensuse/bs_warden is OK ** Monitoring User Yesterday 19:5...
_i Koncepty (2) 2 'E'** RECOVERY Service Alert: back-home-opensuse/bs_repserver is OK ** Monitoring User Yesterday 19:4...
/| ¥ RECOVERY Service Alert: back-home-opensuse/rsyncd is OK #* Monitoring User Yesterday 19:4..,
_i Konfe... (0 + 551) 6016 (=¥ RECOVERY Service Alert: backend-opensuse/rsyncd is 0K ** Monitoring User Yesterday 19:4...
_EK"§ m 13 /| ¥ PROBLEM Service Alert: src- opensuse/Load is WARNING *+ Monitoring User Yesterday 19:4..,
‘i Nagios =% PROBLEM Service Alert: back-home-opensuse/rsyncd is CRITICAL ** Monitoring User Yesterday 19:3...
i Nagio... (156) 173 /| % RECOVERY Service Alert; cantorz.suse. de/DNS is OK ** Monitoring User Yesterday 19:3...
agios-su =¥ PROBLEM Service Alert: backend-opensuse/bs_repserver is CRITICAL ** Monitoring User Yesterday 19:2...
—i Hovell-spam 'I'** PROBLEM Service Alert: cantor2.suse.de/ONS is WARNING #+ Monitoring User Yesterday 19:1...
_i 0BS sgf | /=% RECOVERY Service Alert: cantorl.suse de/DNS is OK ** Monitoring User Vesterday 18:5...
_i odeslana 14 'E'** RECOVERY Service Alert: back-home-opensuse/rsyncd is OK ** Monitoring User Yesterday 18:5..,
_i Openvpn-servers g ':'** PROBLEM Service Alert: pontifex3-opensuse/swap is CRITICAL *+ Monitoring User Yesterday 18:3...
—iPrivate 115 /| ¥ PROBLEM Service Alert: cantorl.suse,de/DNS is WARNING *+ Monitoring User Yesterday 18:3...
=¥ RECOVERY Service Alert: pontifex3-opensuse/swap is OK ** Monitoring User Yesterday 18:2...
_i Root_mails 11486 /7% PROBLEM Senvice Alert; pontifex3-opensuse/swap is CRITICAL #* Manitoring User Yesterday 18:1..,
_i Sent (=¥ RECOVERY Service Alert: backend-opensuse/bs_repserver is OK ** Monitoring User Yesterday 16:3...
—i Spam 1| ¥ PROBLEM Service Alert: software, opensuse.org/software test is CRITICAL.. Monitoring User Yesterday 14:2...
—i SPAM (=¥ PROBLEM Service Alert: backend-opensuse/rsyncd is CRITICAL ** Monitoring User Yesterday 14:2...
—iTemp\ates 2 /| ¥ RECOVERY Service Alert: backend- -opensuse/Load is OK ¥ Monitoring User Yesterday 14:2..,
—iTrash 23 =% PROBLEM Service Alert: back-home-opensuse/rsyncd is CRITICAL ** Monitoring User Yesterday 14:2...
_i Undelivered_Mails /| ¥ RECOVERY Service Alert: back-nome-opensuse/Load is OK ** Monitoring User Vesterday 14:2...
- % Search 1 (=¥ PROBLEM Service Alert: back-home-opensusefbs_publish is CRITICAL ** Monitoring User Yesterday 14:1...
. —[-|**PROBLEM Service Alert: back-home-opensuse/bs_sched is CRITICAL # Maonitoring User Yesterday 14:1...

ar
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Web page

0/0/0UNREACHABLE O PENDING 2/331 TOTAL O

10 0UNKNOWN B4 PENDING :ENEEE: RIS

» Home

Docurmentation =

Search:

L]
FETE—1

Displaying Result 1 - 1 of 1 Matching Hosts

Service Status Details For All Hosts

AT A4 044 SN

» Tactical Overview activedoc.opensuse org = ‘u-f Upri=tas Ping cines fd15h 22m19s 474 Updates WARMING : 1 recommended update(s): 1 package
» Host Detail el
» Service Detail backend-opensuse [ aE | Ma) “Z &1d 12h 54m 465 44 WARNING: only 5 weeks |eft;
» Hostgroup Overview B asf
: g:ﬁ&?;:;foﬁs '-ST::_';};EW devcon ol Up el d21h12msas 174 Updates CRITICAL : 1 security update(s): 1 package update
» Servicegroup Summary _ T i Earntnn, 503008 ) )
» Status Map dist = -‘uf,f,': RN | cekasisil soovioococms d10h17m12s  4/4 DISK WARNING - free space: idist 278 GB (3% inode=98%)
Packets leat
fermi ==l q;,:',': bat « ﬂ o 4h 37m 37s 474 DISK WARHNIMNG - free space: backup 653736 MB (2% inod:
» Service Problems < "
» Unhandled Services galf o« 1d1h12m19s 11 WARNING: Backup for module: galog is not done on the 10.1
» Host Problems A
e et 12 e e
- z;“lhj'”ld'e“jjl““j’sss — iaB4-hassium C B Log Broasin avum sums 0% e d0h16m16s 33 WARNING - load average: 213, 2.21, 2.14
nhandled Problems W critical Lo
» All Problems I i B i n .y . ) ) . ]
» Network Outages iab4-lutetium =) abuild partition e 08-04-2014 12:07:41 Ocd OR 17m 44z 474 DISK WARHNIMNG - free space: fabuild 5 GB (8% inode=70%):
iaB4-nobelium o Load '\1‘_\ 08-04-2014 12:10:01 Ocd Oh Bm 20s 33 WARMING - load average: 1.38 1.92 2.02
P Comments
4 E"W“timle = ia64-samarium ., Load L] e mna 04-2014 12:04:52 Od Oh 11m 33s 303 WARNING - load average: 2.32, 2.41, 2.26
(3 rocess lnro
» Perfor Inf " " 3 i
o mii';cgu;f; langley | bufx space partition £ mna-m-zuu 04:15:48 0d 21h 26m 34s 44 DISK WARNING - free space: Ispace 84 GB (14% inode=0g"
space’] partition ,U_,! WUB-MQm# 05:11:16 4d19h 1m 9= 4/4 DISK WARNIMNG - free space: /spacelsrviftp 205717 MB (11
b Trends
» Availability lists4 ==l tuf*:: space partition t-u-f m05-04-2014 03:37:35 1cd 10h 4m 48s 414 DISK WARNING - free space: imounts 2 GB (5% inode=-):
» Alert Histogram
[3 A:ert History music =l .u.fm:: root partition ,UJ! mna-m-znu 120956 1d 2h17m 12s 474 DISK WARNING - free space: /1 GB (6% inode=583%):
b Alert Summary
» Notifications o o - o i CRITICAL: CRIT: vol ve_opensuselun_atreju_data 95% (452
» Event Lag L e ¥ voLume % PRl U5-04-2014 120713 2d #h 58m 445 33 92% (4134 51 GB / 4688 .25 GB) , WARN: vol vs_loki_nfs/ps
obs-devel-opensuse “’ = ‘uf,:,': bs_sched ,Uj (B 05-04-2014 12:11:34 7 20h 9m 268 4/4 PROCS CRITICAL: 10 processes with args 'bs_sched', LID =

» View Config
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- hagios-eventhandlers-send _messages
generate notification Emails or IRC messages with Nagios
Link http:/lgoo.gl/JojZYR



http://goo.gl/JojZYR

GSM Gateway

- GMS Modem
Siemens ES75i
Modem ES75

SMS Server Tools 3

 Its 100% Open-Source under the GNU GPL
 http://goo.gl/iXvNI9




SUSE is Growing and We're Hiring!

Open source is in our genes.

Jobs currently available at
SUSE

Explore the job opportunities at We ARE
https://www.suse.com/company/careers/ enterprise
Linux and
more.
-

sSUSse




Time for questions ?

Martin
Thank you. Caj

IRC nickname: mcaj M
Email: mcaj@suse.cz USE

®
We adapt. You succeed.




SUSE

We adapt. You succeed.



SE.

We adapt. You succeed.

Corporate Headquarters +49 911 740 53 0 (Worldwide) Join us on:
Maxfeldstrasse 5 WWW.Suse.com WWW.0pensuse.org
90409 Nuremberg

Germany



http://www.opensuse.org/

Unpublished Work of SUSE LLC. All Rights Reserved.

This work:is'an unpublished work and' contains'confidential, proprietary and trade secret information of SUSE LLC.
Access to this work is restricted to SUSE employees who have a need to know to perform tasks within the scope of
their assignments.  No, part of this work may be practiced, performed, copied, distributed, revised, modified, translated,
abridged, condensed, expanded, collected, or adapted without the prior written consent of SUSE.

Any use or exploitation of this work without authorization could subject the perpetrator to criminal and civil liability.

General Disclaimer

This document is not te be construed as a promise by any participating company:to develop, deliver, or market a
product. It is not a commitment to deliver any material, code, or functionality, and should not be relied upon in making
purchasing decisions. SUSE makes no representations or warranties with respect to the contents of this document,
and specifically disclaims any express or implied warranties of merchantability or fithess for any particular purpose. The
development, release, and timing of features or functionality described for SUSE products remains at the sole
discretion of SUSE. Further, SUSE reserves the right to revise this document and to make changes to its content, at
any time, without obligation to notify any person or entity of such revisions or changes. All SUSE marks referenced in
this presentation are trademarks or registered trademarks of Novell, Inc. in the United States and other countries. All
third-party trademarks are the property of their respective owners.




	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42

